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Abstract

This paper addresses the issue of applying moral guidelines to modern scientific research and who or what should have the authority to do so. It examines the role of morality in scientific research, and makes the argument that moral authority over scientific research should come from the scientific community. This argument is based on two premises: (1) that the scientific community is of sufficient moral character to guide the direction of scientific research and (2) that the scientific community has sufficient expertise to make informed moral decisions about scientific research.
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1. INTRODUCTION

“Philosophy of science is about as useful to scientists as ornithology is to birds.”

This statement comes from physicist Richard Feynman, who is best known for his status as a Nobel laureate and his work on the Manhattan Project during World War II. These words may seem to be an odd opening for an essay on philosophy of science, but I chose them because they demonstrate an important point. Feynman may have said these specific words, but the sentiment they contain is not unique. Though philosophy is arguably the oldest area of study in academia, the place it holds in modern, western society is a far cry away from its former prestige. Particularly in the scientific fields, but also within other realms of academia and society in general, philosophy is not seen as something that is relevant or useful. Some might argue that philosophers themselves are at least partially to blame for this, since many philosophical works tend to profess lofty ideals and extreme abstractions that are difficult to apply to actual, everyday life. My purpose here is to present a philosophy of science that is relevant to current issues and can conceivably be applied when dealing with them.

To begin, let’s consider the following events:

(1) In August of 2001, American president George W. Bush implemented a policy that restricted federal funding for research involving human embryonic stem cells to cell lines that were already in existence. This was a crushing blow to the nation’s stem cell researchers since it meant that they had to rely on private contributors to fund any attempts to start new cell lines or investigate newly developed cell lines. Though he acknowledged the potential of such research to help in developing treatment for a wide
variety of diseases, Bush’s reasoning behind the ban was based on the idea that it involved the destruction of human life, as the extraction of stem cells invariably results in the death of the embryo. In his address on the decision, he said that, “[at] its core, this issue forces us to confront the beginnings of life and the ends of science” and cited concerns that such research could lead to the devaluing of human life.¹

(2) In May of 2013, Jason Richwine, a social scientist with a PhD from Harvard University, resigned from his post at the Heritage Foundation, a conservative public policy think-tank based in DC.² This occurred after his analysis of an immigration reform bill brought to light the subject of his doctoral dissertation, which makes the argument that, on average, Hispanic immigrants are genetically predisposed to be less intelligent than non-Hispanic white Americans. This revelation sparked a storm of opposition and condemnation throughout the nation, not the least of which was a petition signed by over 1200 Harvard students to investigate the approval of the thesis and ban any further research on racial superiority.³ The Harvard student body also circulated an open letter signed by 23 student groups that contained the following passage:

> We condemn in unequivocal terms these racist claims as unfit for Harvard Kennedy School and Harvard University as a whole.

Granting permission for such a dissertation to be published

---

debases all of our degrees and hurts the University’s reputation

… Even if such claims had merit, the Kennedy School cannot ethically stand by this dissertation whose end result can only be furthering discrimination under the guise of academic discourse. 4

At first glance, these events appear to be quite unrelated. The mechanics of George W. Bush’s exercise of political power are vastly different from those of the societal and academic reaction to Jason Richwine’s dissertation, and the subject matter in question (i.e. stem cell research and race-based differences in intelligence) belongs to separate and distinct fields of study. They are temporally separated and most likely involved few to none of the same people. However, I’ve called attention to these cases because, despite all the circumstantial differences, they alert us to the same philosophical issue.

To explain, when President Bush restricted federal funding for stem cell research, he cited moral rather than factual reasons. His argument is based on the idea that the destruction of human life is wrong, and, therefore, any research that involves the destruction of human life is also wrong. He used his authority and power to impose a moral directive on the pursuit of science. The case of Jason Richwine shows a similar pattern. In it, the moral objections of the Harvard student body to the racially-oriented subject of Richwine’s dissertation led them to call for a ban on any research involving a similar subject. Of particular importance here is the phrase “even if such claims had merit…” within the students’ open letter, which acts as a clear indicator of the moral rather than empirical basis of their judgment. Their argument is based on the idea that

racism is wrong, and, therefore, and scientific research that could promote racism is wrong. Just as in the case with President Bush, the Harvard student body attempted to impose a moral directive on the pursuit of science.

**Moral Authority**

In these examples, both President Bush and the Harvard student body took on or attempted to take on the role of a *moral authority* over scientific research. A moral authority is, to define it simply, an individual or institution that determines what is good, important, or has worth. In this definition, I am using a descriptive rather than normative conception of morality, since it refers to what people think is right rather than what is really and truly right. With regard to scientific research, a moral authority is one who designs and applies moral directives that guide the course or direction of research. These guidelines can come in two forms: method-based and content-based. As the name would suggest, a method-based moral directive assigns a value judgment to an area of research based on how the research is conducted. We can see this type of guideline in the example involving President Bush. His opposition to stem cell research was not because he thought the subject was morally wrong. He establishes this quite clearly when he notes the potential benefits of such research and maintains federal funding for existing cell lines. Instead, his moral qualms had to do with the fact that the area’s methodology required the destruction of human embryos. The moral guidelines implemented by President Bush were based on this particular step in the stem cell research process, thus making this a method-based guideline. This is in contrast to the idea of a content-based
moral guideline, which assigns a value judgment to the subject of a research project rather than its methods. This is the type of moral judgment that is found in the case of Jason Richwine. In that example, the Harvard student body petitioned for a ban on all research into racial differences or superiority based on the idea that the subject itself was wrong. This judgment came from the idea that such research would promote discrimination, which they considered morally wrong, and had nothing to do with how the research would be conducted or whether there was any merit to pursuing the topic. This allows the moral directive here can be classified as content-based.

**Morality in Scientific Research**

Though these cases are clear examples of the application of moral values to direct scientific research, I have yet to address its core issue: what is the role of morality within scientific research? Both within and without the scientific fields, there is little consensus about how to answer this question. Based on my own experience interacting with those within those fields, this is because many are proponents of what I would like to call “value-free science”. The term “value-free science” refers to the objective pursuit of science. Essentially, this is the idea that morality should be left out of scientific research. This is because morality is considered a quality of human perception rather than an inherent attribute of what is perceived, thus meaning that moral claims are subjective. Proponents of value-free science claim that the purpose of scientific research is to obtain facts, which are objective. Therefore, in order to achieve this purpose, research must be kept completely free of values and any other subjective influences. Moral judgments
threaten the integrity of scientific research because they affect its objectivity. While this is a logically valid conclusion, the premise upon which it rests is false because, in practice, scientific research cannot be purely objective. As Dr. David Resnik claims in his article *Scientific Autonomy and Public Oversight*, “Science will always be inundated by social values, and attempts to eliminate some values will only succeed in introducing others.” What this means is that the social environment in which research is done has strong influences on how and what is actually done. It shapes what is considered valuable research, what methods are best for each particular project, and what types of technologies should be developed from such information. In fact, methods that are more efficient or effective may be passed up for the sole reason that they are considered morally wrong. This is not to say that research should not endeavor to be objective. Controlling research to minimize the influence of subjective factors is one of the fundamental doctrines of scientific practice and determines the accuracy and precision of any results gathered. I am merely pointing out that it is impossible to account for and control every possible variable. Objectivity in research is an unreachable goal; it will always have some level of subjectivity. It is for this reason that I claim that morality is an inherent aspect of scientific research and must not be ignored. Rather, it is the responsibility of those involved in scientific research and the scientific community as a whole to be aware of and consider the moral aspect of their decisions.

Given this conclusion, there is an important clarification that I would like to make before I continue to the next section. In his essay in *Ethical Impact of Technological Advancements and Applications in Society*, Evandro Agazzi claims that “moral

---

judgments are mandatory because of the social impacts of science and technology, that may be beneficial or harmful to humans. This represents another common philosophical position on morality in scientific research. While it is reminiscent of what I said above, there is an important difference. When Agazzi states that moral judgments are mandatory, he is saying that they must be incorporated into the decision processes within the scientific fields. He is highlighting the importance of considering the moral implications of decisions within the scientific fields. I find this is unnecessary; the people within those fields make moral judgments all the time, often without even realizing they’re doing it. Morality is already present in these decision processes. Instead, the important issue here is to identify who and/or what should have the authority to determine upon which moral judgments to act.

This is the problem that I will attempt to resolve throughout the course of this paper. In other words, who should have the authority to impose moral directives on the scope of scientific research? At this point, I would like to note that this is not the same as asking what makes an area or type of scientific research moral or immoral. Whereas the second question refers the nature of the moral system and how it may be applied in specific situations, the first refers to the authority by which that system is determined. I will argue that the moral authority to which scientific research adheres must come from within the scientific community itself. This argument relies on two main premises: (1) that the scientific community is of sufficient moral character to guide the direction of scientific research and (2) that the scientific community has sufficient expertise to make informed moral decisions about scientific research.

---

2. MORALITY WITHIN THE SCIENTIFIC COMMUNITY

When considering the idea of giving moral authority over scientific research to the scientific community, one of the first questions that comes to mind is how we know that members of that community will act morally. What if they don’t have the best interests of society at heart? What if they’re just a bunch of evil mad scientists that are plotting to destroy the world? While that last question is a bit ridiculous, the point is, in giving moral authority to the scientific community, we are putting faith the moral character of its members. For those who are not within that community, this is a matter of trust and that trust needs to be justified. However, before I can talk about why the scientific community deserves the trust of the public, I need to clarify what is meant by the term scientific community. I’ll begin by discussing science itself, since this is at the heart of what it means to be part of the scientific community.

Science

Science (from scientia, that Latin word for knowledge) is the study of natural phenomena. Its roots can be traced back over two-thousand years to the writings of Aristotle and his peers. Science is commonly characterized in one of two ways: (1) an organized and systematic body of knowledge that includes statements of observations, laws and hypotheses that assert regularities, theoretical statements that connect laws, and

---

statements that are confirmable through experimentation and deducible from laws and (2) a discipline that uses logical inference from empirical observations. The first concept focuses on the actual information contained within the scientific body of knowledge and highlights its order and cohesiveness. It leaves out any mention of who gathered the information or what actions were performed and focuses on the knowledge-oriented or cognitive view of science. In other words, science is a collection of facts that transcends any one researcher or contributor. In a sense, it can be thought of as a specific a way of viewing and understanding the world. The second concept looks at science as a discipline, and highlights the actual practice or method of doing science. This is the praxis-oriented view of science, and it centers around the application of the scientific method to gather and interpret information.

Most children learn the basics of the scientific method in grade school, and it is generally explained as some variation of the following steps: (1) Make an observation, (2) ask a question, (3) form a hypothesis, (4) conduct a controlled experiment, and (5) analyze the results. Though, in reality, these are closer to guidelines than concrete steps, they adequately convey the gist of the scientific method. Of particular importance to this method is the idea of controlled experimentation. This is because, when scientists conduct an experiment, it is generally to determine the relationship between different variables. The more variables are involved, the less certain the results will be. To demonstrate, let’s consider the following hypothesis: if I dump a gallon of pesticides into a pond, all the fish will die. In testing this, I would be attempting to determine the relationship between the variable of the pesticides and the variable of the state of the

---

pond’s fish. However, what if an algal bloom occurred at the same time as the experiment and reduced the pond’s oxygen levels? Or if a plague of parasites was infecting the pond’s fish? Each of these events is a variable that affects the result of the experiment. The point of a controlled experiment is to minimize confounding variables like these in order to better understand the effects of a single variable.

In practice, controlling every possible variable is close to impossible. This is especially true in the social sciences, where experiments are generally unable to be conducted with the same level of control that can be found in the hard sciences. These fields also rely more heavily on observational methods of gathering data, which involving observing events without directly manipulating their variables. Since data acts as the basis for any scientific conclusion or explanation, both of these methods involve a strict definition of what constitutes as scientifically relevant data. In their book *The Game of Science*, Garvin McCain and Erwin M. Segal identify three main criteria that allow events to be classified as data:

1. The event, described by a datum, must actually occur. Data are symbolic representations of singular events. Interpretations and generalizations given to these events are not themselves data. (2) The event must, in principle, be available for public scrutiny. It does not necessarily need to be sensed by more than one person, but it must be of a type that could be sensed by more than one person. (3) The description of the event should be such that different individuals
can know, as specifically as is reasonable, what the event was that is
being described.⁹

These qualifications allow scientists to be confident both in their own findings
and in those of other scientists by ensuring that data is as reflective of real and
confirmable events as possible.

Before I move on, there is one more aspect of scientific practice that is worth
noting. This known as the principle of falsifiability, and it applies to scientific
explanation and theory. Essentially, it states that the truth or falsity of a scientific
explanation must be testable; there must be some data that, if found, would prove the
explanation false. If an explanation has no conceivable way in which it can be disproved,
it is scientifically useless. McCain and Segal write that this is because an explanation or a
theory must be a “conceptual schema that organizes and extends the data.”¹⁰ In other
words, a scientific explanation can’t just be able to explain current data. It must also be
able to extend that data into the future. These two attributes are known as explanatory and
predictive power, and they determine an explanation’s usefulness in science. An
explanation that can’t be falsified has neither explanatory nor predictive power, and thus
can tell us nothing about the world.

The Scientific Community

---

¹⁰ McCain and Segal, The Game of Science, 54-55.
Most of us have, at some point, heard reference to the scientific community. This may have been in a political debate, a journal article, a class discussion, or one of the myriad of other mediums of discourse with which we come in contact throughout the day. Despite this familiarity with the term, it is surprisingly difficult to nail down exactly what it means to be a part of the scientific community and who gets to be a member.

Let’s begin by considering in more detail what it means to be included in the scientific community. What common feature binds people together in this group, and why is this group distinct from the rest of society? This appears to be a simple question, but it is actually a rather thorny issue to tackle. This is because the scientific community is made up of a vast array of diverse people with a variety of backgrounds and interests. Most belong to several other communities in addition to the scientific community, such as a church or a club or an online chat group. Other than their involvement in the sciences, many of these people are likely to have very little else in common. Even within the scientific fields, there is massive variety of fields of study, specializations within fields, topics within specializations, and more. Some fields might overlap, and their members might share some of the same specialized knowledge, but many do not. For example, a physicist is unlikely to know the procedures used in cloning mutant mice, and a molecular biologist probably isn’t familiar with the physics involved in launching a rocket. Given all these differences, is it even possible to bring together the large and varied collection of people found within the scientific fields into a single community?

Clearly, I think it is. What defines the scientific community and distinguishes it from other social or societal groups in not the interests they share or the specific jobs they do at work. Rather, it is a particular way of viewing the world. This is the scientific
paradigm. The concept of a scientific paradigm was first popularized by Thomas Kuhn in his book *The Structure of Scientific Revolutions*. McCain and Segal summarize it in the following passage:

[Scientific paradigm] refers to the total complex of a science. It includes the language, conceptual framework, theories, methods, and limits of the science. It determines which aspects of the world scientists study and the kinds of explanations they consider. Most important, it includes the way scientists see the data, laws, and theories of their science.\(^{11}\)

To put it more simply, a paradigm is a worldview that guides and organizes the gathering, sharing, and importance of information. It exists both within single disciplines of science and science as a whole, and is generally shared by the people within those fields. As stated by McCain and Segal, the scientific paradigm includes everything from the technical jargon for which scientific journals are infamous to the protocols for sorting data. To demonstrate, let’s first look at the specific paradigms that exist within different fields. Consider a scenario in which a man is seen pulling up weeds in his garden. A physicist might observe this event in terms of the force being applied to the weeds or the angle at which the man pulls, while a biologist might be more interested in the species of the weed and the bugs living on it. Though both are observing the same event, each gathers a completely different set of data or information from it. The physicist is concerned primarily with the physical aspects of the event while the biologist is concerned with its biological aspects since these are the aspects that are scientifically

\(^{11}\) McCain and Segal, *The Game of Science*, 80.
important to them. Essentially, they viewed the event from within the context of their specific paradigm and what it designates as important or valuable information, thus causing them to come to different understandings of its significance. In this way, we can see that those who are familiar with a paradigm, who live within it, view the world differently than those who are not privy to or do not accept the paradigm.

The same principle applies to the general scientific paradigm, which is shared by all members of the scientific community. Rather than focusing on the values or goals of a specific field, it places particular importance on the principles and components of science itself. As was outlined in the previous section, this includes the application of the scientific method, controlled experimentation, constant tests of falsification, and reliable data gathering. These principles are highly valued across all scientific fields, and guide how those within the community conduct themselves in scientific situations. One aspect of this paradigm that is especially important to cementing the scientific community is the use of scientific language or terms to discuss or convey information. Since it generally takes either years of instruction within the paradigm or an excessive amount of time with a dictionary to understand concepts that are communicated in scientific terms, this form of communication is, for the most part, reserved only for those within the paradigm. This exclusivity is what binds those involved in science into a distinct community, since it differentiates them from the rest of society.

Now that we’ve established that the scientific community is held together by their shared scientific paradigm, we can move on to identifying who actually makes up that community. Of all the members, the actual scientists are by far the easiest to identify, since they make up the most important part of the community. Scientists are those who
actively participate in the discipline of science. Their understanding of science is, for the most part, consistent with the praxis-oriented view outlined in the section above. This means that they employ the scientific method to conduct research and use that data to draw conclusions about the world. Though their focus is in the active practice of science, their work allows for the expansion of the scientific body of knowledge within their particular field. In this way, scientists make use of or affect both of the common conceptions of science.

There are many academic fields that make use of the scientific method and, thus, employ the services of scientists. The “hard” sciences, otherwise known as the natural sciences, are probably the best known to the public. One could think of these as the quintessential scientific fields, since most have a relatively long history of study, and they tend to involve a greater reliance on data and mathematical expression. Fields like physics, chemistry, biology, astronomy, geology, and meteorology are generally considered the major hard sciences. On the other hand, the “soft” sciences or social sciences tend to deal with more intangible subjects and are unable to incorporate the level of exactitude found in their harder counterparts. They involve the study of topics such as human nature and animal behavior, and are more difficult to isolate and control in a laboratory setting. Fields like psychology, sociology, anthropology, and some aspects of archaeology make up the main components of the soft sciences.  

Scientists may belong to any of these areas of study, as well as a myriad of more specialized fields that I haven’t mentioned. Because of their integral part within the scientific community, it is commonly thought that the whole community is made up of

---

scientists. However, this is not the case. A significant portion of the group consists of people who are not scientists but nonetheless subscribe to the scientific paradigm and are involved in the sciences. As I stated above, a scientist is one who actively participates in the scientific discipline. To do this, the scientist must employ the scientific method, and this is generally done in a research setting. In other words, a scientist must do science, and this leaves out anyone who is not currently active in the field. What about teaching professors or graduate students working under a researcher, or even just lab grunts? In these cases, and many other similar situations, the subject has the necessary training to adopt the scientific worldview, but is not conducting their own research. They cannot be called scientists, but they also cannot be excluded from the scientific community. The same verdict applies to those lazy or distracted souls that have the necessary credentials to be a scientist but choose not to pursue it. Membership in the scientific community is not about what the individual does in the world, but rather the principles by which he/she understands the world.

Moral Characteristics of the Scientific Community

At the beginning of this chapter, I pointed out that allocating moral authority over scientific research to the scientific community requires a degree of faith or trust in the good moral character of that community. Now that we have a better understanding of the nature and composition of the scientific community, we can begin to explore whether or not this faith is justified. The first step in doing this is examining what sort of moral values we can expect to find within the community, and to what degree they are present.
What, if anything, distinguishes the moral values of the scientific community from those of the rest of society? Since this paper is designed to apply to a western and specifically American context, I will consider this question as it relates to American society.

The scientific community exists within society and, as such, its moral character is generally reflective of the values that are present within that society. This is because, outside of their professions, most members of the scientific community are relatively normal people. They go to the grocery store, pay their taxes, shop for clothes, take their kids to school, work out at the gym, get frustrated when their cable goes out, curse out other drivers on the road, and generally act like all the other normal people within that society. Rather than thinking of them as a group that is separate from the rest of society, they should be considered a subgroup within society. This is an important distinction since it emphasizes that the members of the scientific community are also members of society and, on average, they reflect the same spectrum of moral values that are found throughout the rest of society. They are not foreign entities holding entirely unfamiliar values and ideals, but are simply specialists that, in just about every area but their specific fields, are very similar to the layperson. I emphasize this point because it affects how we go about examining morality within the scientific community. Thinking about the scientific community as a subgroup within society means that we can bypass the exhaustive task of enumerating every moral value that the members hold and instead focus only on what distinguishes them from the rest of society.

Perhaps the most well-known way in which the morality of the scientific community appears to differ from that of the rest of society is with regard to its religious values. While the popular conviction that science and religion are at constant odds may
not be entirely accurate, scientists and other members of the scientific community do tend to be less religious than the rest of the population. In a statistical survey, Rice University sociologist Elaine Howard Ecklund found that about 64 percent of the respondents from the scientific community described themselves as atheists or agnostics, compared to only about 6 percent of the general public. Though this in itself is not indicative of any difference in moral character, many people worldwide intuitively view religious belief as the basis for morality. This trend was demonstrated in the 2017 study titled *Global evidence of extreme intuitive moral prejudice against atheists*, which concluded that “people perceive belief in a god as a sufficient moral buffer to inhibit immoral behavior.” Atheists are perceived worldwide as the group most likely to be morally depraved and dangerous. This means that, because such a significant portion of the scientific community identifies itself as atheist, the community itself is also perceived as less moral than the rest of society. However, it should be noted that the perception of morality is not equivalent to actual morality. Though the scientific community may be seen as less moral than the rest of society because of their nonreligious members, this does not indicate any difference in their values.

In addition to upholding most of the general social morals, the scientific community also embodies a set of values that are specific to its role within society, which I will refer to as *scientific values*. These values are not exclusively present within the scientific community, but they are considered especially important within that community and in the context of scientific research. In his article *Scientific Autonomy*

---

Dr. David Resnik defines scientific values as “the goals and norms that govern the conduct of scientists.” The norms of science are what shape and justify the rules, methods, and behaviors that are present within the scientific community, and the goals of science are what determine the direction of scientific advancement. Together, they influence just about every aspect of scientific research, including hypothesis generation; experimental design; recording, storing, sharing, analyzing, and interpreting data; peer review; publication; collaboration; credit allocation; interactions with the media; and intellectual property. Essentially, these values are the guidelines for moral behavior within the scientific community.

Let’s consider what sort of goals guide the scientific process. The most common answers to this question tend to be along the lines of helping people or acquiring truth. However, Dr. Resnik rejects the idea of science having an overarching goal. He states that the goal of a member of the scientific community is dependent on his/her respective profession. Despite this, it is possible to identify some necessary components of these goals. As a rule, a scientific theory in any profession must have two components to be accepted: explanatory power and predictive power. Explanatory power refers to the ability of the theory to explain the available facts, while predictive power refers to the ability of the theory to make specific and true predictions of future events. The presence of these two factors is what allows scientific knowledge to be applied to the world in an effective manner. Regardless of the specific discipline in which research occurs, it can be

---

assumed that, to some extent, its goal is to increase both the predictive and explanatory power of that discipline.

With this understanding, we can now begin to explore the norms within the scientific community. In his article *The Impact of Moral Values on the Promotion of Science*, Hassan Zohoor writes that members of the scientific community “strongly abhor fraud, error, and pseudoscience, while they value reliability, testability, accuracy, precision, generality, and simplicity of concepts.”¹⁷ Though most of these norms have to do with epistemic rather than moral values, the scientific community’s loathing of fraud is demonstrative of one of their most important moral values: honesty. Honesty is fundamental in maintaining the integrity of the scientific fields and, while it is generally valued throughout all of society, it occupies a position of special importance within the scientific community. Scientific fraud, also known as misconduct, generally occurs in the form of either lying or stealing and, if found out, can result in the expulsion or ostracizing of the perpetrator from the scientific community. In science, lying refers not to the little fibs we tell each other on a regular basis, but rather to the act of knowingly misrepresenting data. This can be done through forgery, omitting key data points, or a variety of other methods. Lying in the scientific community is considered such a serious offence because it both inhibits and destroys trust in the scientific process. It can lead to research being done on the basis of false premises, and wastes significant time, funds, and other resources in the process. Stealing, in the scientific community, involves taking credit for the work of another. Though it is still a breach of academic honesty, it is

considered less dire than lying since it has less of an impact on the scientific process; it is more important that data be real and reliable than to know the source.\textsuperscript{18}

As a whole, the moral characteristics of the scientific community can be considered an amalgam of the morals held by general society and the morals that apply specifically to practices within the scientific community. While they do not guarantee that every single member of the scientific community will act morally in every situation, these characteristics demonstrate that moral conduct is highly valued within the community. This is an important component of establishing public trust in the moral character of members of the scientific community.

\textbf{Moral Accountability in the Scientific Community}

While the moral characteristics that I outlined above are essential in establishing the good moral character of the scientific community, there is one final issue that I must address. As I mentioned above, the high value for moral conduct within the scientific community does not guarantee that every member will act morally, especially during the research process. There are a variety of incentives that might motivate someone within the sciences to deviate from the shared moral code, particularly for those who actively participate in the pursuit of science as scientists. These incentives can include financial gain, recognition from peers, promotions within a field, and many more. Given this potential for wrongdoing by those within the scientific community, it is essential to understand what sort of checks and balances are in place to prevent this from happening.

\textsuperscript{18} McCain and Segal, \textit{The Game of Science}, 144.
How does the scientific community ensure that its members act morally, and how does it deal with those who don’t? In other words, what sort of moral accountability exists within the scientific community?

Let’s begin by considering the following two cases:

(1) Dr. Scott Reuben (b.1958) was an anesthesiologist at Tufts University School of Medicine and Baystate Medical Center in Massachusetts, where he conducted research on pain control. Funded by grants from drug companies, his primary work involved conducting clinical trials for pain management drugs. However, in 2010, it was revealed that Reuben had faked much of the data from the clinical trials and published their results without actually conducting the studies.¹⁹

(2) In 1932, the Public Health Service began a study on the natural progression of syphilis titled “Tuskegee of Untreated Syphilis in the Negro Male.” The study involved 600 black men as test subjects, two-thirds of whom were infected with syphilis. Under the pretense of treating their condition, researchers observed the subjects over the course of 40 years and recorded the progression of the disease. This continued despite the development of an effective treatment for syphilis in 1947, which was never offered to the subjects.²⁰

Though they occurred almost a century apart, both of these cases clearly demonstrate actions that violate the moral values held by the scientific community with

---


regard to scientific research. However, there are some very clear differences in what makes the actions in each case are immoral. As a general rule, immoral behavior within the scientific community can be classified into two main types, which I will refer to as *scientific misconduct* and *general misconduct*. As the name would suggest, scientific misconduct involves a breech in the moral values that apply specifically to scientific practice. Otherwise known as fraud, this sort of action violates the integrity of scientific research, and occurs in the form of either lying or stealing. Since Scott Reuben lied about the results of his research, his behavior can be classified as scientific misconduct. General misconduct, on the other hand, involves a violation of the moral values that the scientific community shares with society as a whole, primarily with regard to humans. It involves the mistreatment of human beings during the research process, as was seen in the Tuskegee study. In that study, the researchers mistreated their subjects by misleading them about the purpose of the study and by withholding treatment. Though the Reuben and Tuskegee cases are just two examples of immoral conduct during the research process, they highlight the importance of accountability within the scientific community. Its moral character doesn’t just depend on the moral values shared by its members, but also on its ability to uphold those values in action.

The scientific community relies on two systems to uphold its moral values in research: institutional review boards and peer-review. According to the US Food and Drug Administration, an institutional review board (IRBs) is “an appropriately constituted group that has been formally designated to review and monitor biomedical research involving human subjects.” In the United States, an IRB must have a diverse membership, with representatives from a variety of disciplines and vocations. Within its
specific institution, it has the authority to approve, require modifications (in order to approve), or disapprove research.\textsuperscript{21} The purpose of an IRB is to protect the rights and wellbeing of human subjects during scientific research. One of the main ways that it serves this purpose is in ensuring that there is informed consent among all human subjects in a study. Informed consent in research means that the subject agreed to participate based upon a clear understanding of the purpose, process, and possible consequences of the study. Essentially, an IRB acts to prevent the occurrence of general misconduct during scientific research. Though not all members of an IRB are connected to the sciences, this is mediated by the board’s narrow focus. Since the scientific community and general society share a moral concern for human rights, the IRB still acts to uphold the moral values of the scientific community.

The peer-review system is the other major way in which the scientific community is able to hold its members accountable for their moral actions. It refers to the process by which the validity and quality of a manuscript is assessed by other members of the scientific community, both prior and post publication. When it occurs before publication, peer-review involves a formalized process in which a journal editor sends a submitted paper to a small number of qualified peers—experts in the relevant field. After reviewing the paper, the referees return it with detailed criticisms and a recommendation on whether to reject, accept with revisions, or accept the paper into the journal. This pre-publication process is the most common conception of the peer-review system. However, the peer-review that happens after publication is just as, if not more important to quality control in

science. This sort of peer-review refers to the reading and critiquing of a paper by the general scientific community, and is more likely to catch any manner of mistakes or scientific misconduct. Though it is not a flawless process, and has been described as a “system full of problems but the least worst we have,” it plays an important part in maintaining the integrity of scientific research.22

At this point, we can finally return to the question I raised at the beginning of this chapter: how do we know that members of the scientific community will act morally? In order to give moral authority over scientific research to the scientific community, we need to have faith in the moral character of its people. To this end, we must recognize that it is not possible to account for every potential instance of misconduct or immoral behavior within the scientific community. Every community has its share of bad apples, and there are more than a few incentives in scientific research to act against the moral norms. However, the incorporation of institutional review boards and peer-review ensure that, as a whole, conduct within the scientific community is generally reflective of the values held by its members. In this way, it is neither demonstratively more nor demonstratively less moral than the rest of society. From this, we can conclude the scientific community is morally capable of guiding the direction of scientific research.

---

3. SOURCES OF MORAL AUTHORITY

I demonstrated in the previous chapter that the scientific community is morally capable of guiding the direction of scientific research. However, this alone is not justification for according them moral authority. To say that the scientific community is morally capable is equivalent to saying that they are able to make moral judgments equally as well as the rest of society. However, this does nothing to distinguish the scientific community as the group that should have moral authority over scientific research. Why should we choose them and not some other group to take on this role?

**Alternative Sources of Moral Authority**

Up until this point, I have made little mention of any possible moral authorities outside of the scientific community. There are a variety of other institutions and leaders to whom we may turn for moral guidance in scientific research, and it is necessary to consider their relative merits within this role. Unfortunately, because there is very little hard data about this subject, this section with necessarily contain a degree of conjecture. For the sake of organization, I have divided these potential sources of authority into two categories: social and religious. These categories were chosen because both society and religion have a historical claim to the position of moral authority. However, it should be noted that these categories are very general, and most real moral authorities will have specific attributes and dimensions to their authority that I will not address. The bulk of this section will be devoted to analyzing society as a source of moral authority, since its
moral values have the largest degree of influence. In fact, religious moral systems can, to an extent, be considered subsystems of the social morality, since they exist within society rather than separate from it. For this reason, I’ll first address social sources of moral authority, before moving to religious moral authority.

For most people, social morality, or rather the moral system that governs society, is their default moral system. Since this moral system is inextricably connected to society, I will describe and refer to it using both the terms social and societal. Because humans are raised in social environments and taught the norms of their society, their individual moral systems tend to be, to some extent, reflective of the societal moral system. It is for this reason that many people automatically favor applying societal moral systems in situations such as this, where a system needs to be established. However, despite our natural orientation towards social morality, allowing it to hold authority over scientific research would actually prove a detriment to the field and to society as a whole. Though this is a bold claim, its rationale lies in what society sees as the moral goal or purpose of science.

When dealing with moral issues involving science and research, the foundation of the social moral system is largely composed of the principle of utilitarianism. This is the most popular idea of science in the public sphere: that it must produce a practical benefit to society, where the “common good” is served.²³ It encourages a pragmatic approach in which scientific research is directed in whatever way benefits the most people, and relies on the idea that scientific research is a tool of the people. In a way, this is a viable point

of view. Since modern society is so heavily reliant on science and technology, most people are only familiar with those areas in the context of how it benefits them. Members of society who aren’t in the scientific community interact with the field in very limited, restricted ways; they only hear about specific research and scientific progress when it is either especially important or unusually dangerous. They have very little familiarity with both the research process and the steps that allow knowledge gained through research to be applied to making new technology. Instead, they generally only come in contact with the technological applications of research. With that and the common allocation of tax resources to the sciences, this means that the people are quite literally paying for the progression of science. While this is undeniably self-interested, the vast majority of individuals would naturally expect some form of personal benefit when they give up their hard-earned money to a cause. The result of this is that the majority of people think that the overall goal or purpose of the practice of science is to research ways to improve their lives. Essentially, it is a tool for the betterment of humanity. As was stated before, this is a popular idea, and for good reason. However, it is based on a limited view of the purpose of science; it relies on the assumption that the value of scientific knowledge is its application, thus meaning that the purpose of science is technology, and the purpose of technology is to help people.

At this point, one might ask his/herself why that assumption is regarded as problematic. After all, many of the people who enter or would like to enter the scientific community do so out of the desire to help people. Actually, the issue with that assumption is rooted in its paralyzing effect on the actual practice of science. In the context of moral authority, scientific utilitarianism means that research goals and
technological development would be considered moral if and only if it had prospective benefits towards the public, with its inherent morality proportional to the value of its perceived benefit. Similarly, the immorality of scientific research would be proportional to its prospective harms towards the public. However, what is truly unsettling is that, under that logic, research that had no prospective harms or benefits might still be considered immoral as it constitutes a use of resources without quantifiable return. This is especially problematic when we consider how a great deal of scientific knowledge ends up having unforeseen and generally unexpected applications. One of the best examples of this point is the field of quantum mechanics. Quantum mechanics has been studied as a subsection of physics for roughly a century, and is still thought by many to be an arcane and abstract field with no practical applications. This is the case despite the fact that much of the technology that exists in the modern world relies on the application of quantum physics to function. This includes smartphones, computers, MRI machines, atomic clocks, GPS, and a variety of other technologies that have a huge impact on everyday life.\textsuperscript{24} These applications have come decades after quantum physics began to be studied. If scientific research were judged as valuable based only on its foreseeable or intended application, this field would have never been able to give us this technology.

Given a system where this type of social morality was authoritative, the direction of scientific progress could be tailored to alight with what is deemed most favorable to the majority of people. However, because these decisions come from outside the scientific

community, their application requires that the structure of the community be hierarchical: it requires centralized control and planning.

While, in some cases, a centralized system can work as a functional and efficient method of community organization, its application in the scientific fields would be to their detriment. Michael Polanyi makes this point by arguing that the scientific community requires a level of self-direction that is not possible in a system of centrally directed coordination. In other words, this is a system or community in which a hierarchical authority directs the actions of individuals within the system. Polanyi’s claim is that centralized systems are only effective in situations where one can clearly identify the end result and central direction, such as military operations. However, in situations where there is no central direction or predetermined steps, like tasks involving puzzles or problem-solving, efficiency relies on self-coordination. This means that each member of the group must be able to make decisions for themselves as well as keep an eye on their colleagues, thus allowing a level of cooperation in which further steps can be considered in light of other’s progress or advancement. Essentially, maximum efficiency is achieved through maximum collaboration within the ranks of the community and, similarly, the progress of the community is halted when the members are unable to adjust and direct themselves in accordance with others. Polanyi concludes from this that:

“You can kill or mutilate the advance of science, you cannot shape it. For it can advance only by essentially unpredictable steps, pursuing problems of its own, and the practical benefits of these advances will be incidental and hence doubly unpredictable.”

---
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While I think this conclusion is much too extreme, it helps to illustrate how the application of centrally coordinated system would affect the progression of science. Polanyi’s point here is that the only effect of attempting to direct scientific progress is to slow it down or halt it. He thinks that, because the end result is ultimately unknown, it is impossible for an authority to plan science based on what is considered most beneficial.

I’d contest that, while it is impossible to entirely shape the advance of science, it is possible to shape it to some extent. This is particularly apparent when one considers how money is invested into certain research areas, though this is not the only way to influence the sciences. Fields that are allotted a large portion of funds tend to attract more researchers than those with less funding, which increases the rate at which those fields grow. This effect can also be seen with regard to certain scientific questions. Questions that are considered especially important or provide a significant incentive for answering them also attract more researchers than those that don’t offer as much. The more resources are dedicated to answering a question, the quicker that question tends to be answered. However, Polanyi’s conclusion does bring up an important point: that scientific inquiry has an inherent element of chance. This does not mean that it is completely unpredictable, since the direction scientific advancement is relatively dependent on how and where resources are applied. However, no area of research can guarantee significant results, and when research does yield results, they can be quite different than what was expected. It is not uncommon for promising fields to yield little more than dead ends, and the most unlikely thing to end up being incredibly important. To see this phenomenon, all one need do is consider Alexander Fleming’s accidental
discovery of penicillin in 1928.\textsuperscript{27} This discovery completely transformed medicine and has saved countless lives, but ultimately occurred because Fleming left an uncovered petri dish near an open window, and it happened to get contaminated by a mold of the \textit{Penicillium} genus. What this shows is that, no matter how much preparation or research or money one invests into a project, scientific discovery still has an element of chance to it.

It is this element of chance that makes up one of the main premises of my argument against directing scientific research according to what society deems most beneficial. Attempting to guide science in this way assumes that we can know how the results of scientific inquiry will affect us, but this is nothing more than arrogance. Additionally, social morality designates the ultimate ideal or moral value of scientific research as the pursuit of the maximum benefit to society and the people that exist within society. If that ideal held authority, the practice of science would be at the mercy of the whims of general society. The efficiency and functionality of the field would be significantly decreased, and the incredible advancement that humanity has witnessed in recent past could begin to slow or even grind to a halt. However, it is the implication of this reduced output that is especially terrifying. Should the visible and accessible benefits of scientific research begin to decrease, the social perception of its value as an academic pursuit would decrease as well. Allowing science to be the tool of society could mean the end of science itself, or at least humanity’s care for the subject. The main issue in using societal sources of moral authority over scientific research is that they tend to see

benefiting society as the moral purpose of scientific research.

Now that we’ve explored how society can act as a moral authority over scientific research, let’s consider how religion can fill this role. Defined simply, religion is the belief in and worship of a superhuman controlling power, often thought of as a personal God or gods. For this argument, I will address only organized or institutional forms of religion, as they tend to occupy more authoritative roles in society. Religion is arguably the oldest source of moral authority in society and has been a constant fixture in human life for almost all of recorded history, with one of its main functions being to prescribe proper or moral human behavior. The authority of a religious moral system comes from the divine, since it is by divine mandate that right and wrong are determined. It is the traditional source of moral authority, and that means that many people look to it for guidance when a moral system needs to be established. However, despite religion’s historical occupation of the role of moral authority, allowing it to exercise this authority over scientific research would be to the detriment of the entire discipline. This is because a religious worldview is based on faith, while a scientific worldview is based on reason.

To understand why this presents such a problem for the scientific community, we must first consider what is meant by the terms ‘faith’ and ‘reason.’ These two concepts and how they relate to each other have been the subject of philosophical and theological debate for millennia. Reason generally refers to the principles used in a methodological inquiry. It determines the truth of a claim based on whether or not it can be demonstrated by the process of this inquiry. Faith, on the other hand, refers to a position on a claim that is not demonstrable by reason. In a religious context, faith is further characterized as coming from a transcendent or supernatural source by manner of revelation. Revelation is
the source of authority for religious faith, and can occur directly, as an infusion from the source, or indirectly, from the testimonials of others. Both faith and reason serve the same epistemic function in that they act as justification for knowledge or belief. In the scientific community, reason acts as the primary justification for knowledge. It provides the foundation for the entire structure of logic underpinning both scientific research and the organization/integration of data into the scientific body of knowledge. In this way, reason forms the backbone of the scientific paradigm, which, as I discussed in an earlier section of this paper, refers to the general worldview shared within the scientific community. Conversely, faith acts as the primary justification for knowledge in a religious worldview. This is because any religious knowledge must be revealed in the form of revelations from a divine source. They make up the foundation of a religion, and are usually described and interpreted in sacred decrees that are backed by some kind of divine authority.

Now that we have a better understanding of the roles of faith and reason, we can begin to explore why they present a problem in assigning moral authority over scientific research to a religious source. To put it simply, the worldview created by religious faith conflicts with that of scientific reason. I stated in the previous paragraph that reason underpins both scientific practices and the scientific body of knowledge. The entire field of science is constructed based on the principles of reason, and this encourages the people within the field to adopt a similar perspective. The heavy use of reason gives rise to a worldview that bases its conceptions on reason as well. For example, a devoted member

---

of the scientific community would accept that the Earth was billions of years old based on the substantial geological evidence. Because this belief is based in evidence, it demonstrates that reason produces a dynamic rather than a static worldview. It is very different from the one created by a strong reliance on religious faith. In a religious community or organization, members view the world as existing in accordance with religious doctrine. Therefore, a devout Christian would accept the claim that the earth is around 6000 years old as true because of its basis in the Bible. This demonstrates how religious faith serves to build a conception of the world that is founded in religious doctrine and, as such, must be accepted as true. The implication of such faith is that it requires the natural world to be viewed as static and unchanging. As long as religious doctrine is accepted as truth, any understanding of that world must be as consistent with that truth. These views are strikingly different from the dynamic and ever-expanding view of nature that is provided through scientific reason. In this, it is quite clear that science and religion employ two distinct methods of acquiring knowledge that, when applied to the same subject, product very different results. In fact, the use of religious faith as a method for understanding the world contradicts the very essence of the scientific discipline, reason. It is because of this fundamental contradiction that assigning moral authority over scientific research to religion would be to the detriment of the scientific fields.

Though there are a variety of ways in which a religious moral authority over research could damage the scientific fields, there is that I think is particularly important. The incorporation of faith into the sciences could increase the prevalence and acceptance of pseudoscience. Pseudoscience is fake science; it refers to a belief system or
methodology that wears the all trappings of science, but is not actually scientific. It is the result of defective scientific reasoning. Since religion is justified by faith rather than reason, allowing it to direct the goals and practices of science can result in pseudoscience. Scientific creationism is a prime example of this. Originating in the late 20\textsuperscript{th} century as a reaction against the theory of evolution, this movement claims to offer scientific support for the Biblical account of creation.\textsuperscript{29} It argues that evolution is insufficient to explain the origin of species, and that any geological evidence for it was actually just created by God. This example demonstrates a form of defective scientific reasoning that is particularly relevant to religion: irrefutable hypotheses. It is defective in that there is no evidence or state of affairs that, if attained, would cause the hypothesis to be abandoned. Thus, if a supporter of scientific creationism can explain away any conflicting evidence by claiming that God created it, it cannot be considered a scientific hypothesis. In this way, religious involvement in scientific research detracts from its reliability.

**Expertise as Moral Authority**

Though it could probably go without saying, the level of scientific knowledge is largely what distinguishes the scientific community from other groups or individuals that could take on the role of moral authority over scientific research. The scientific community is, almost by definition, the group that has the greatest understanding of both

the practices and the systems of knowledge that are present within the scientific areas of study. It is this knowledge and expertise that justifies why they are the group that should have moral authority over scientific research. However, it should be noted here that I am not arguing that scientific expertise alone provides any sort of moral insights. Someone can have plenty of scientific knowledge or expertise without knowing anything about what is moral. Scientific knowledge is descriptive; it makes statements about what is. Moral knowledge, on the other hand, is prescriptive; it makes statements about what ought to be. As David Hume famously argued in his *Treatise on Human Nature*, one cannot logically draw conclusions about what ought to be based solely upon what is. Instead, I am making the claim that scientific expertise is necessary to make justified moral judgments about scientific research. To understand why this is the case, we must first explore what it means to have expertise and how it relates to authority.

Though most people tend to consider the idea of expertise in the same light as knowledge, it is actually a far more complicated concept. In their paper, *Expertise as Argument: Authority, Democracy, and Problem-Solving*, Madjik and Keith define expertise as a type of argument, or method of argumentation, rather than a level of knowledge. They write that:

“The argumentation that constitutes expertise does not reside in the knowledge or experience of the arguer (thus argumentation is not simply a tool for asserting expertise), but relative to a problem;”

---

expertise invokes not a relationship to specialized knowledge but to
the ability to respond appropriately to problems.31

This means that the level of expertise on a subject determines the extent to which an individual can effectively respond to a problem; a solution to a problem proposed by an “expert” would have a greater likelihood of success than one proposed by an amateur. However, it should be noted that, especially in areas like the sciences that require a significant amount of schooling, expertise is generally reliant on a certain level of knowledge. For example, someone would not be able to respond appropriately to a problem in microbiology unless they knew a significant amount of information about microbiology. Though expertise and knowledge refer to different concepts, in science, they are inextricably linked to one another.

Expertise is often a source of authority. However, as a general rule, it is usually seen as a theoretical authority rather than practical authority. The Stanford Encyclopedia of Philosophy defines a theoretical authority in a field of intellectual inquiry as one who is an expert in that field. Theoretical authorities operate primarily by giving advice to laymen, which the layman is free to either heed or disregard.32 Their decisions or judgments can be thought of as giving people reason to believe something. One common example of the exercise of theoretical authority can be seen in the relationship between a doctor and a patient. Though a doctor can give advice about the best treatment options or health plans for the patient, the ultimate decision still rests on the patient. This is different

from the effect of a practical authority, which can be thought of as giving people reason to act. Rather than just informing one’s decisions, a practical authority guides one’s actions. In according moral authority to the scientific community based on their level of expertise, I am giving expertise a dimension of practical authority in addition to its theoretical authority. This is because a moral authority in research acts to implement actual, practical guidelines for moral conduct and practices as well as give general moral advice. It can determine a type or method of research to be morally wrong, and, to some extent, keep the scientific community from engaging in it. To use expertise to create and legitimize a moral authority means that it also has a level of practical authority.

I made the claim that scientific expertise is a necessary component in making justified moral judgments about scientific research because science, more than any other area in society, is a highly specialized enterprise. Specialization occurs when a discipline matures and expands to the point that the amount of information contained within is too great for any one person to master. One of the most dramatic examples of this can be seen in the field of microbiology, which is itself a subdiscipline of biology. Due to the massive array of microbes that have been identified, the field has been divided into the subdisciplines of bacteriology, mycology, and parasitology. Within these fields, many researchers further specialize in a specific microbe, meaning that there are communities dedicated to studying mycobacteria, staphylococci, chlamydia, candida, and malaria, along with a myriad of others. Though this is an extreme example, specialization is present throughout both the scientific body of knowledge and its practices, and is constantly growing. This growth is because science builds its knowledge base


The vehicle of growth is research, and it necessarily occurs on the fringes of each discipline—the line between what is known and what it unknown. The sheer mass of information, complexity, and specialization within each scientific discipline means research into anything unknown is usually incredibly specific. For example, a research project in the field of biochemistry might involve attempting map a specific section of a version of a protein that occurs within a single organ within a species. In order to truly understand the implications of this sort of project, it is necessary to have a high level of knowledge in biochemistry, both with regard to the actual mechanics of the field and the language used to describe it. The same is true when assessing the moral character of the project. To demonstrate this point, consider a scenario in which two people are asked to make a moral judgment about this research project. They have the exact same moral values, but one of them is trained in biochemistry and the other is not. Whose judgment would be more closely aligned with their moral system? Naturally, the answer here is that the person with biochemical training would be able to produce an answer that is more consistent with their morals than the person without training. Their knowledge of the field allows them to have a better grasp of the methods and potential effects of the project. This means that, even though both subjects have the same moral goals, the one with more knowledge is better able to assess whether the project fits those goals. The scenario shows the exercise of scientific expertise to effectively answer a moral problem, since it was the subject’s scientific knowledge that allowed him to make a better
judgment. If we apply it to the entirety of scientific research, it allows us to conclude that
the responses to moral dilemmas relating to scientific research that come from within the
scientific community would be more effective than those that originated outside the
community.

Madjik and Keith also make the argument, in addition to its role as the “exercise
of well-informed reason,” expertise also functions as the “justification of a judgment.”
This adds further support to the claim that a moral judgment that is grounded in expertise
is more likely to be a better judgment than one based solely on morals. (Better, in this
context, means that the judgment more accurately reflects the moral ideals, either in its
results or how it is applied.) This is an important point to consider when regarding the
idea of moral authority over scientific research coming from a source outside the
scientific community. Without scientific expertise, an outside moral authority cannot
make justified moral judgments to direct the course of scientific research. The extreme
complexity and specialization that characterizes most modern scientific research means
that, in general, anyone without some level of scientific knowledge has an incomplete or
even erroneous understanding of the situation in question. A moral judgment that is based
on an understanding of the situation that is misinformed or lacking key information is
hardly more than a guess. The possible consequences of this could be severe, especially
when one considers the massive effects that scientific advancement has on society and
the world as a whole.

One of the most dramatic examples of this is the controversy begun by Andrew
Wakefield and his colleagues in 1998, when they published a paper linking the diagnosis
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of autism in children to the MMR (measles, mumps, and rubella) vaccine.\textsuperscript{36,37} Though the design of the experiment detailed in the paper was poor and the conclusions were speculative at best, the paper received a large amount of publicity, thus causing many parents to refuse to vaccinate their children. As a result, several measles outbreaks (most notably in 2008-2009) occurred in the United Kingdom, Canada, and the United States that were attributed to the lower vaccination rates. However, almost immediately after the appearance of Wakefield’s paper, several epidemiological studies were conducted and published results refuting the proposed link between autism and the MMR vaccine.

Eventually, it was revealed that the results presented in the article were fraudulent, causing Wakefield to lose his medical license. The key point to this issue and the reason that it is highlighted here is that, despite the rock-solid scientific proof that vaccines are not connected to autism, there is still exists a community of people who continue to back Wakefield.\textsuperscript{38} While this example involves moral judgments being applied more to medical practice than scientific research, it is important in that it demonstrates the sort of damage that a single erroneous idea can cause when that idea is allowed to be acted upon. It is an example of a situation where a misinformed understanding of science actually has power and effect, and the disastrous consequences that can occur. Parents who deny the MMR vaccination to their children out of fear of autism are not doing so out of any deficiency in their moral character; they are trying to protect their children, which most


people would consider a moral goal. Despite their good intentions, these parents end up exposing their children to potentially fatal diseases and needlessly endangering both the children in question and the community as a whole. This is because lower vaccination levels mean increased chances of someone getting infected as well as increased chances of them spreading the illness to another person. All of this damage comes from the fact that the parents do not have the appropriate level of knowledge on the subject to choose the option that actually reflects the morals that they are attempting to express. In other words, they don’t have the level of scientific expertise required to respond to the problem.

Though the vaccine controversy involves only a small minority of the population and relates to medical practice rather than scientific research, it models the potential effects of having the power to act on erroneous judgments. The danger of a moral authority outside of the scientific community comes from the possibility that that this authority might hold a misinformed moral judgment and thus have to power to act in accordance with it. There is some scientific research that, through either its promotion or inhibition, has a much greater potential for harm than one vaccine, and giving an outside source moral authority over it puts that entire potential at the hands of a group that, in all likelihood, does not have the expertise to effectively handle it.

This concept of expertise is what sets the exercise of moral authority in scientific research apart from basic moral norms or moral authority. As stated before, Madjik and Klein defined expertise as an argumentative technique that depends on one’s ability to respond effectively to a problem.\(^{39}\) The extreme complexity and specialization of
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scientific research means that assessing its moral implications requires a level of
certainty and relevant knowledge that is far above that needed to make moral judgments
in general society. When this is coupled with the fact that scientific research has the
potential to impact the world in both a dramatic and long-lasting fashion, it becomes clear
why it is so necessary for moral authority over this research to belong to the scientific
community. In situations involving moral issues relating to research, those in the
scientific community would be best equipped to effectively solve these problems. This is
not because the members of the community are morally superior to the rest of society but
rather because they are the only group that has the ability to make well-informed moral
decisions. The scientific community’s knowledge of their fields and practices means that
they are able to enact guidelines for research that, both in theory and in practice, align
with the moral system upon which they are based. Given these points, I must conclude
that the scientific community is significantly more justified in exercising moral authority
over scientific research than any other group or institution.
4. CONCLUSION

As I already mentioned in my introduction, the modern world doesn’t seem to care much for philosophy. Though I am making this statement based on my own limited experience, I don’t think it’s very far off the mark. Many of my peers consider the majority of philosophy to be far too abstract to make any in-depth study of it worthwhile, since it would be difficult to realistically apply to one’s life. Despite these sentiments, I think it is vitally important for them and the rest of the modern world to seriously consider the philosophical issues relating to morality in science, especially with regard to moral guidance of scientific research. The purpose of this paper is to demonstrate that moral authority over scientific research should belong to the scientific community. Over the course of the previous two sections of this paper, I have presented two major premises in support of this claim. The first is that the scientific community is of sufficient moral character to guide the direction of scientific research. This does not mean that they are morally superior to the rest of society, but rather that they are not morally deficient. The second premise is that the scientific expertise of the community means that they are the only ones who can make well-informed moral decisions regarding scientific research. Given that the scientific community is both moral and well-informed in the sciences, they should have moral authority over scientific research.

However, despite the time and paper that I have devoted to exploring this issue, this paper is not exhaustive. There are a variety of further directions in which this philosophy may be taken, as well as several potential objections that must be addressed. I could probably write another entire thesis to this subject, but I will provide a brief
overview of these issues here. To me, the most important direction in which this
philosophy should be expanded is its application. The first step in doing so would be to
address the differing levels of expertise that are required by different disciplines. One
could argue that, while hard scientific fields like molecular biology require the high
degree of expertise that enumerated above to make informed moral decisions, softer
scientific fields such as sociology do not require that level of expertise. This is mainly
because, in many of the softer sciences, the language of the paradigm is much more
similar to the ordinary language used within general society. One may need less scientific
training in order to understand the issue at hand, and thus make an informed moral
decision. This is related to another important issue: that certain scientific fields may have
more moral weight than others. Fields like genetics are particularly relevant to the moral
systems held by general society in that their research deals with subjects of specific moral
importance. Research in genetics may involve subjects like cloning or genetic
engineering, about which many people have very strong moral convictions. This may be
contrasted to fields like astronomy, which generally don’t inspire the same level of moral
qualms. Both this issue and that issue of varying degrees of expertise between fields must
be further researched before any application of my philosophy can take place. Rather,
what I have done in this paper is provide a general outline or template for how moral
issues in the sciences can be addressed, and who has the ability to address them.
Ultimately, my hope is that this philosophy can help in laying the foundation for a new
dynamic between society and science that is tailored to the modern world and its unique
issues.
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